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EF5kRES (1)

WEN: T (FHBEIRY)

IfE): 2015 4F 11 H 13 H 10:15-11:15

MR ANEEARIRET

A H: Language and the Computer, a personal journey

WE:

Language in its spoken form was invented over 50,000 years ago. Around that time,
modern humans left their African homeland and colonized the entire planet.  Writing
was invented some 6,000 years ago, while computers were invented less than 100
years ago. As a student of language, | became aware of how the computer can help my
research in the 1960s when the computer industry was in its infancy. | will recount my
various uses of the computer in linguistics over the half century, in building
data-bases, in exploring theories of language change, in recognizing speech and in
translating between languages, and currently in analyzing brain waves to detect
cognitive impairment. | will also briefly compare computer intelligence with human
intelligence from a personal perspective.

BEC TP

Professor Wang was appointed Full Professor at the University of California at
Berkeley in 1966, and taught there thirty years before returning to China. He taught at
the City University of Hong Kong and at the Chinese University of Hong Kong, both
appointments in the Department of Electronic Engineering, before joining the
Polytechnic University of Hong Kong in 2015, as Chair Professor of Language and
Cognitive Sciences in the Department of Chinese and Bilingual Studies.

He was elected Inaugural President of the International Association of Chinese
Linguistics, and Academician of Academia Sinica of Taiwan. He is Honorary
Professor at several universities, including Peking University, Beijing Language and
Culture University, and the Chinese University of Hong Kong. The other honors he
has received include fellowships from the Fulbright Commission in Washington DC,
the Guggenheim Foundation in New York City; at Bellagio, Italy; at Hyderabad, India;
at Kyoto, Japan; as well as twice at the Center for Advanced Study at Stanford, USA.

Professor Wang has lectured widely: at several national universities in Sweden, at
14



Pavia in Italy, at Osmania in India, at Doshisha University in Japan, at the College de
France in Paris, and at the Institute for Advanced Studies in Princeton. His
publications have appeared in Chinese, English, French, German, Italian, and
Japanese.

He is a strong believer in multidisciplinary research, having co-authored important
papers with anthropologists, computer scientists, geneticists, mathematicians, and
psychologists. His central interests are in language and the brain, the critical roles
these play in the evolution of our species as well as in our daily lives.

WS

T # % 1966 SRR A AR s 3 RS IE U, WAL #EER = 14F, 1BIRE
BEEH . REAR AR AT RA T s T K& R/ ORI BT TR R,
2015 SEHEAT A M B TR, 3BT S B RE A2 R RS 5 SRR AR 5 R 242

el v 158 B B o B = &2 & (International Association of Chinese Linguistics,
IACL)Y ST & &, INAGE i Fu b 1o fh2dbat K2, JbaE & U K&
T SRS SR . HAN TS R AR R 7T 38 ). #HAY
it iR S 7 8 . 2R H A% (Bellagio) = &80 i 0o 481 BN EEHEAE
Fi L (Hyderabad)8€ 8. H A # m S0 7o Be 588, 36 o @IS M 58 PHRAT £
B E W AL O 3EE) .

TR SRt S R, LR R S BT A R B R RR YRS JE B
(Osmania) K£:. F K FIMAAEDT (Pavia) K& HA[E BA KA ELELE B2 R %
MIEE S S TE e . MR35 B DAERE . JERE . ARE . fERE. BAFGE L HEE
Fi o

Ml FH R B S 2R T, WA R RESREE R BEER BER N
O FREL G AR S R B RIE I RR S o A OB 78 B 58 5 S KIS, DA SGE &1
NEEEEAL s b S e NS H AR R B4y v 1) B A
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wEN: BEREL BHEO

BFIA]: 2015 4F 11 A 13 H 11:15-12:15

MR ANEEARIRET

#HE: An Overview of Spoken Language Understanding
W

With recent advances in machine learning, big data, and computing
infrastructure, computers will realistically reach human parity in understanding
spoken language in the next few years. The computing industry’s progress in spoken
language processing is apparent in Microsoft products and services, including Cortana,
Skype Translator, and Project Oxford cloud services. Dr. Xuedong Huang will use
these examples to illustrate not only our society’s historical collective efforts in
spoken language processing, but also enumerate our remaining challenges to reaching
human parity, an accomplishment that will have a profound impact on society.

E3'd)E

Dr. Xuedong Huang is a Distinguished Engineer/Chief Scientist of Speech R&D at
Microsoft Corporation. He heads up the Advanced Technology Group within
Microsoft’s Technology and Research organization. In 1993, Dr. Huang joined
Microsoft to found the company's speech recognition efforts. As the head of
Microsoft's spoken language initiatives for more than a decade, he provided technical,
engineering and business leadership to bring speech recognition to the mass market.
Dr. Huang’s accomplishments include introducing the first Windows operating
systems speech API in 1995, and helping to ship enterprise-grade Speech Server 2004.
Before assuming his current role at Microsoft, Dr. Huang spent five as the chief
architect working to improve web search relevance of the company’s Bing search
engine.

16



FrgsE (1)

WEN: BB IR (8 “HRFTBR”
AfIE]: 2015 4= 11 H 14 H 08:30-09:10
B NEEEARMAE T

@ H: A Study of Machine Reading — Solving Math Word Problems in a
Human Comprehensive Way

HE

Since Big Data mainly aims to explore the correlation between surface features but
not their underlying causality relationship, the Big Mechanism program was initiated
by DARPA (USA) to find out “why” behind the “Big Data”. However, the
pre-requisite for it is that the machine can read each document and learn its associated
knowledge, which is the task of Machine Reading (MR). As a domain-independent
MR system is complicated and difficult to build, the Math Word Problem (MWP) is
frequently chosen as the first task to study MR for the following reasons: (1) Since the
answer of MWP cannot be directly extracted from the given text, solving MWP can
explicitly show the system capability for understanding and reasoning. (2) MWP
usually possesses less complicated syntax and requires less amount of domain
knowledge. It thus can let the researcher focus more on the task of understanding and
reasoning, not on how to build a wide-coverage grammar and acquire domain
knowledge. (3) The body part of MWP (which mentions the given information for
solving the problem) usually consists of only a few sentences. Therefore, the
understanding and reasoning procedure could be checked more efficiently. (4) The
MWP solver could have its own standalone applications (such as Computer Tutor,
etc.). It is not just a toy test case. Due to the above reasons we also choose MWP as
the first task to study the MR problem.

In this talk, a proposed tag-based statistical framework for solving math word
problems (with understanding and reasoning) will be introduced. Under this
framework, each sentence in the MWP (including both body text and question text) is
first transformed into its corresponding Semantic Representation (SR) tree by a

17



Language Analysis module. The sequence of SR trees is then sent to the Solution Type
Classifier to find out the associated solution type. Afterwards, the Logic Form
Convert (LFC) maps the given SR tree into its corresponding math concepts and
operations according to the assigned solution type, and represents them as
First-Order-Logic (FOL) predicates/functions.  Subsequently, according to
pre-specified inference rules, the Inference Engine (IE) derives new facts from the old
ones provided by the LFC and find out the answer. Finally, the Explanation
Generation module will explain how the answer is obtained (in natural language text)
according to the given reasoning chain (generated by IE).

Since the answer is obtained via understanding and inference, the proposed
approach is able to: (1) provide the answer more precisely, (2) make the system less
sensitive to the irrelevant information, and (3) provide the flexibility for handling
various possible questions. Furthermore, the proposed approach could automatically
learn patterns/parameters from the training-set via performing weakly supervised
learning with a proposed statistical model.

L.

Dr. Su, B.S., National Tsing-Hua University, Taiwan, and Ph.D. (in EE) from
University of Washington, Seattle, 1984, taught after graduation at his alma mater in
Taiwan. In 1985, he launched an English-Chinese Machine Translation Project. He
then founded Behavior Design Corp. in 1988 to commercialize the above project.
From 1989 to 1990, he was a visiting scientist at AT&T Bell Laboratories, NJ,
working on speech recognition. Dr. Su left the National Tsing-Hua university (as a
professor) to join Behavior Design Corporation in 1998, and has been directing the
company until May, 2014. He has become a Research Fellow at the Institute of
Information Science, Academia Sinica, Taiwan since June, 2014.

Dr. Su has served as the program chair/co-chair for various international
conferences, the general chair of ACL-IJCNLP-2009, and an editorial board member
for several international journals (including Journal of Computational Linguistics).
Besides, he proposed and co-launched the Association for Computational Linguistics
and Chinese Language Processing (ACLCLP, Taiwan; http://www.aclclp.org.tw/) in
1988, and has been the president and the advisory board member for that association.
Also, he co-launched the Asian Federation of NLP Associations (AFNLP;
http://www.afnlp.org/) at 2003, and has been the vice president (2009-2010), and the
president (2011-2012) of AFNLP.
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Frgfiks (2)

| |

WEN: FABTEER RAFER 2R

I E): 2015 4F 11 H 14 H 09:10-09:50

MR NECERIRET

M H: Short Text Understanding: A Database Approach
WHE.

Understanding short texts is crucial to many applications, but challenges abound. First,
short texts do not always observe the syntax of awritten language. As a result,
traditional natural language processing methods cannot be easily applied. Second,
short texts usually do not contain sufficient statistical signals to support many
state-of-the-art approaches for text processing such as topic modeling. Third,
short texts are usually more ambiguous. We argue that knowledge is needed in order
to better understand short texts. In this work, we use lexical-semantic knowledge
provided by a well-known semantic network for short text understanding. Our
knowledge-intensive approach disrupts traditional methods for tasks such as text
segmentation, part-of-speech tagging, and concept labeling, in the sense that we focus
on semantics in all these tasks. We conduct a comprehensive performance evaluation
on real-life data. The results show that knowledge is indispensable for short text
understanding, and our knowledge-intensive approaches are effective in harvesting
semantics of short texts. We also extend our work to handle entity linking in
microblogs.

18

WORHFNE B A2 Rt EURF A BER, TiM K2 T AT RIPRE S %, BoR
BE 55 TR E A, TR RS ol o it s b0 E4F, <8637
I H “FFBOAEE T ilEE web Hdl FR IV B i S BE R G- 6 5 B B TR
Ko BRTTHEKIAMNFEIE E RGENEE R 7T, B 70 O 36 2 [A) 4
e, ZWHAREERE, RS &ksEReddR o, YT IEEE iR TIEHIARZE
7125 (TCDE) %, % {F VLDB Journal, IEEE Transactions on Knowledge and Data
Engineering, IEEE Transactions on Cloud Computing 1 World Wide Web Journal
AR WITI 92, ICDE M1 CIKM S5 [H By OB P 2= S22 % o L 3C“Short Text
Understanding Through Lexical-Semantic Analysis”3% ICDE 2015 {318 ¥,
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Frigfiks (3)

#He A Antony John Kunnan #3% (" HRKAMES R KE)
i E]: 2015 4= 11 H 14 H 09:50-10:30
M ANEEARRET

A& H: Automated essay evaluation and feedback systems: Are they useful
for ESL test takers and ESL teachers?

WE.

Automated essay scoring (AES) has become increasingly popular in the last decade
with many assessment agencies developing and promoting their automated scoring
and automated feedback systems. Ware (2011, p. 769) defines these two aspects of
AES as “the provision of automated scores derived from mathematical models built
on organizational, syntactic, and mechanical aspects of writing” and automated
feedback as “computer tools for writing assistance rather than for writing
assessment.” While scoring engines that score essays are being improved with the
addition of salient writing features (such as lexical diversity), diagnostic feedback
systems are not well equipped to identify off-topic or near off-topic essays and less
conventional and less structurally controlled essays. These two issues are particularly
important when scoring essays from English-as-a-second-language (ESL) writers.
Findings from two empirical studies (Hoang and Kunnan, 2016; Liu and Kunnan,
2015) on automated essay scoring conducted with data from Vietnamese and Chinese
ESL students using MyAccess and WritetoLearn respectively will be presented. The
results presented will include comparisons of human and automated scoring and
human and automated diagnostic feedback. Additional findings from other researchers
will be presented; these findings (Bridgeman et al., 2012; Elliot and Klobucar, 2013;
Weigle, 2013; ) call into question the relationship between instruction and learning in
automated scoring and feedback contexts and the critical problem of technological
determinism in ESL essay writing. The findings will then be mapped onto the
Toulmin argumentation model of grounds, warrants, backing, and rebuttals, so that

20



arguments and counter arguments can be posed regarding the claims of automated
scoring and feedback systems.

3 a1

Prof. Antony John Kunnan is the author of Test taker characteristics and test
performance: A structural modeling approach (Cambridge, 1995), the editor of
Validation in language assessment (Lawrence Erlbaum, 1998) and editor of Fairness
and validation in language assessment (Cambridge, 1999). He has published journal
articles in the Annual Review of Applied Linguistics, Language Testing and the
Journal of English as a Foreign Language, test reviews in the Buros' Mental
Measurements Yearbook, and book chapters in well-known collections. Prior to his
present position, he was postdoctoral fellow at the University of Michigan, Ann Arbor,
and a faculty member at the Regional Institute of English, Bangalore, and an English
teacher at St. Germain High School in Bangalore. He is currently the editor of
Language Assessment Quarterly. Expressions of interest in the area of language
assessment are welcome particularly for publication consideration and from thesis
students. He is also President of the International Language Testing Association for
2004.

H LT

Antony John Kunnan % & [E bris 5 VFE 2 & 5K, BEEFRE S W2
oK (1998-1999), FHHENFIREHFZ, WIIES MK £/, £4 SSCI M
T 2 E bR N4, SSCI AT Language Assessment Quarterly 1T 34 . Kunnan
HIRAEEPRE T WP A E AR = A2 . B IREH e IR, 4]
AAEE WA B R A FRUE 7 (Fairness and Justice in Language
Assessment), )iz 5| A 4.
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A Neural Network based Translation Constrained Reranking Model for
Chinese Dependency Parsing
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A Three-layered Collocation Extraction Tool and its Application in China
English Studies
Jingxiang Cao, Dan Li and Degen Huang
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Incorporating Sample Filtering into Subject-based Ensemble Model for
Cross-domain Sentiment Classification
Liang Yang, Shaowu Zhang and Hongfei LIN

Improving Link Prediction in Social Networks by User Comments and
Sentiment Lexicon
Feng Liu, Bingquan Liu, Chengjie SUN, Ming Liu and Xiaolong Wang

Negative Emotion Recognition in Spoken Dialogs
Xiaodong Zhang, Houfeng Wang, Zhao Maoxiang and Quanzhong Li
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Learning to Rank Answers for Definitional Question Answering
Shiyu Wu, Xipeng Qiu, Xuanjing Huang and junkuo cao

Answer Quality Assessment in CQA Based on Similar Supporting Sets
Zongsheng Xie, Yuanping Nie, Songchang Jin, Shudong Li and Aiping Li
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Finite-to-Infinite N-Best POMDP for Spoken Dialogue Management
Guohua Wu, Caixia Yuan, Bing Leng and Xiaojie Wang
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Yuejun Li, Xiao Feng and Shuwu Zhang
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Insight into Multiple References in an MT Evaluation Metric
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Domain adaptation for SMT using sentence weight
Xinpeng Zhou, Hailong Cao and Tiejun Zhao

A Hybrid Sentence Splitting Method by Comma Insertion for Machine
Translation with CRF
Shuli Yang, Chong Feng and Heyan Huang
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Distantly Supervised Neural Network Model for Relation Extraction
Zhen Wang, Baobao Chang and Zhifang Sui

Improved Learning of Chinese Word Embeddings with Semantic Knowledge
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Types and Constructions of Exocentric Adjectives in Tibetan
Di Jiang

Tibetan Word Segmentation as Sub-syllable Tagging with Syllable's
Part-Of-Speech Property
Huidan Liu, Long Congjun, Minghua Nuo and Jian Wu

Mongolian Speech Recognition Based on Deep Neural Networks
Hui Zhang, Feilong Bao and Guanglai Gao

Learning Distributed Representations of Uyghur Words and Morphemes
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Yang Liu, Xinxiong Chen and Maosong Sun
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Automatic Knowledge Extraction and Data Mining from Echo Reports of
Pediatric Heart Disease: Application on Clinical Decision Support
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Haomin Li

Exploring Recurrent Neural Networks to Detect Named Entities from
Biomedical Text
Lishuang Li, Liuke Jin and Degen Huang

Learning Deep Entity Representation for Named Entity Disambiguation
Rui Cai, Junhao Zhang and Houfeng Wang
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Learning Document Representation for Deceptive Opinion Spam Detection
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EHLLDA: A Supervised Hierarchical Topic Model
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Semantic role labeling using Recursive Neural Network
Tianshi Li and Baobao Chang
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scale Chinese Corpus
Zhimin Wang, Yuxiang Jia and Pierangelo Lacasella

[7] Chinese Textual Entailment Recognition enhanced with word embedding
Zhichang Zhang, yao dongren, Yali Pang and Xiaoyong Lu

[8] A WordNet Expansion-based Approach for Question Targets Identification
and Classification
Tianyong Hao, Wenxiu Xie and Feifei Xu

[9] DB K Eah 7 J0iE R f
FRE

[10] T3 J2 bR SO AR DTS ] S A X o i 3
XN SRili}

[12] —Fofrdike 443 50 2 0 v SIS JRR] S i 753
VN K

[12] % TPt S5 b 4 17 G ) 1) 15 R 1 AR ——BLDGE [A] CRTE R X
R ATV
X3 TUi

[13] — AN 2 A I o 9SO AT R

28



HIER. Eoid. gt HERK
[14] A= 2 SCHR F ORI IR 1 15 P 8 by LU A 7
Sk, TR, MWk, R ER
[15] & TS PAT TR (1 9 5 2 20U 06 R )
HEEEL 2SR oo, A E
[16] —FhK: T J A RAIAL IR I T E
B, SRR
[17] T 1 ol 3 o ST R T 9
e FHE—. BRERK
[18] &3R5 vkoCoH R /NS TH & XU 43 BT
AEL X
[19] #F ST F A AR SR TR A SR A 7 v
) AN 1 N S S
[20] 2 T3 BRI RECA R b SCRUEIG T BRI RN, BR.
LEPA/ N Y
[21] CRF Al HLAH 25 & 1) 5 i SO 44 R 3t 9t
REE. . IR
[22] SUAR DT B A 14 1 B H S i 7 1)
GG R
[23] £ T ZArit 5 2 B E VR SUA 2 1 RE IR A
5k dh. R, TEK
[24] 7| FH AdaBoost-SVM £ ji SLik AIE HUE B B A 1 VR )
BRI,
[25] 4kE /R TE T3S 2R a0 [P A0 48 X 4 R AR AN AL R AL B 70 —— DA CoBEE
BTSSR I
RO A3 41 50 SIA AT AT S48 TTAR PR WhE UG, BL LR B A 4T T LA
Wil B R
[26] & T HERARAA R DB R A5 T &
AR NS DO A EAR
[27] H& 25 S 4B 1) ~F B 10 43 2K 7V
sk AL E R
[28] F&F Tri-Training FIZ4E 5 R IEM 7T
TRIE. gt R, kR, KI5
[29] 3 T 1% B AE ) 10 Twitter 1% 1873 2807 VEBF7C
1L N TN e

29



[30] & T E51H = R RN DR RN 73 AT R
skEMs. HIL. Zoall. RIEE. (TE2

[31] —Fh&E T HRFALAR I A R SCA S Ik 2R 5%
JiwktE. EH BHZR. MIT5E. J5EeE

[32] — b2 W0 b AL A i 4 SR FA) a8 BB v
. TR, BiE. Kl

[33] & B KRR RY R AR i A S T A Bl H ) 4R
PSR

[34] ¢t SCHF S A Z AL LT 7T
XU S « JRMERLI, SRENL

[35] BARHEF 7R3 A0 o 73T BRI 7T
DRI TP « KR WHUREIN.  REA « IFAL

[36] BLACYEE /RIE ] T SEARE bR IC SR B T 7T
VHURETE, KRER. ERE « LHH

KWL TEL

P LT GRS R RIST IR SR 30T, B T 51k 5 ] .

RIS (M) :
http://csi.gdufs.edu.cn/ccl-nlpnabd2015/paper_accepted.html
B (Springer P, £ UHE 4 2):
http://link.springer.com/book/10.1007%2F978-3-319-25816-4

30


http://csi.gdufs.edu.cn/ccl-nlpnabd2015/paper_accepted.html
http://link.springer.com/book/10.1007%2F978-3-319-25816-4
http://link.springer.com/book/10.1007%2F978-3-319-25816-4

JESLLAZH T -

ARG RT

2015 4 11 H 14 H 08:30-17:00 fE N LHE T R4 8r, SoE N L ERX 52
15:40-17:00 NEF S . SRBHRLWT GZRAL RIS HET):

I LR VA R4
1| e ZAa ZREAA R A A % Ar & AR BT
2 | JEEtAM BT AR A i d
3 | WO AT OARAT | 2T Linked Open Data H A % 50k L
4 | mRIE TR s TARAE S5 E AR T ORISR R
5 | BRME IR IRFE ML/ INERNE 5 (5 B A R S i R4
6 | iEHERE S U] il 5 XU 1 X
. DL BHHE 8 X 28 B R BR A ]| NIRRT AL X
RAER A
8 | MK T ) E AR 5 AL B A B AR i A 5T B B
9 | FEEIIT K — B IERE

31




Wit

ER: REEIRAL, NLP BREAT 5 ?
BFEl: 2015 4F 11 A 14 H 20:00-22:00
s ANEEEARME T
FRARRER REAPEHT):

T
AR Lk
EEEIN

-
XI| R
R E BT
(GEFD

FRA, B, W/RETVRZETEN SR B0, RS0, HHE RS0 %#%,
FEMF RN B RE T . 7E ACL. EMNLP. AAAI % [H Py 4k i K7 B AT 23 |
RRZARLIL 40 TR, Hb AAAI 2013 F13CFEIRTE T Outstanding Paper Honorable
Mention %, HARHERS 2 ¥, ¥F 2 #. HAZRKEEZKERREESE. 973 L TR
BiH. SO IESEART 6 (LTP) C4k 500 R HBAIL, 4/ 5,000 &N, I
BRE T B B RSN fEH . 2009 4E, 3K CoNLL [E Bra)ikinisE Lot il 4 28
—4%., 2015 4, 3% Google Focused Research Award; 2012 4F, FRESITHA KR
A%, 2010 FEIRERAF KA UAF BALBRLEROR S — S5 W ETFH BT E L T .

XUEE, {4, R ARG E R E s = @R R, PEP S EEESH
TR R SPATE G Jof5T 2002 4. 2005 F3R1F7H 2 TR R 2225 1 W22 40,
2010 TR B BTSRRI A0 5 B I LR WS SR RS S 2 4
B RGE . FEH R A, HR LIRS E bR B S AT A R IR R

(41 TKDE. JMLR. ACL. IJCAI. AAAI. EMNLP. COLING. CIKM %), 3%f3 KDD-CUP
2011 Track2 A= 3RIEZ . COLING 2014 frfEib 0¥, 1w “ CCR-Ji R 1 19 st 7| 2014
TR AP ] A SCfE B RS AR K S BAL PR AR - EF R &2 2015
Google Focused Research Award %% .

XUENZE, TEERFIHENE S BAR RBEHIT 5, FER RSN R RS ) U
Mr5thasth . 2011 4F 7 HRAFE RS T4 A0, 208 SORTE R 5
sk, PEATERESRFE LSRN, SREERERAE LG,
NI H B T2 5 2 ER A REEF 4 M 863 T H , /£ ACM Transactions. [JCAILAAAL.
ACL. EMNLP. COLING % 5 2R 15 5 AbHE A2 44 A AR T A il BRI -
HLTF R “Rii o7 Sk AR, A P Clid 350 J3. H 2 K4HAE ACL.
EMNLP & [H Rl WFRFRRASZ G .

32



4 BIER, BUEHNA T )T 9006 a7 1. 08 4 - Hel T 55 [ 4% h R e B ok
HRY, ZEEMARFENRSERBET A REE L EM AR . B E G AT RO Mer i
BeEh BB 01 DR AN o), BB S AR, WRES], BAESEMR, %
HE, KEURZHE. BIERELHE KR 30 ZRMASUCRHITI®L, FAKH
= E 4 AR ZAEFR2 W (NIPS, ICML 1 1EEE transaction on PAMI) (8 5 A

A, W, BOCGR W RRRIB R, R, I, Bam ARG, TERRG,
& HORME SB[ A A SRR AR, R T EE AR R G, SOCTEE IR
# RG22 WIS BR R RIE 58 BRECT 7T N

B
KR

TAHH#E. 2008 NI Y, HENEEE AR, BUOYH A RE S B RS
Rl o ARSI ORTE 5 AL BB 2% 21 7 IO A AR AR, R, | HE2 A
PR R LR AR, A 2R E R UL SUR R . 2012 IRV “REEEAN. BT
SZH5KBERIEFIE XEET6 “HEIR” BUH 3K 2015 FRE A E RS, Hl E2REE
FETR L2 ) il SCHH S5 T AR R AR

33



SWAIE

1. H=blig:

(1) ik 3 5L Vpmui—EE T 7w, 2/kZu B2 HH (L6760 , 2k
ANERIMEZBE (A= ILdG1]D " BE T RN E (29 15 70) , £ 45 704

(2) FTHLBE)EZ 80 76, WHAIZ 40 24,
2. 7PN e i s

(1) Ffetthk 2 52T M —Fa RE "7, 2lH = C i (480 , 2
JEfTIEREE (410 56) , WHAIZ) 70 434,

(2) FTHLFNEEZ 100 76, BFAZ) 188,
3. T K G

(1) #FRAAL 805, 529 FFHIL (270D , “T MM AKE—IMEINEERE (H ILiFai]) ”
21 40 4y %,

(2) FTHEREIEZ) 30 76, 29 20 44t
4. M FRih s

(D) #ERALE BISZHIA (270) , “RIRERB —IMESEE (A=) 7,
2130 /3%t

(2) m@ﬁ;%@,gé@ 307G, %920 54,

rHEEHS ' 7 4 Y
\ ; el I8 % ——
B o -
= rmm
¥ /
. M= r
A x o
T :‘ .y i ] / BEiR e % 52
L \ \'\ & - .
-——H‘%Efﬁzu*ﬁw- & A% 0
L 7

Mizam

E3 -
el s - ( " ' R
=y, A’
'_:';"-}‘a\

I

, 5
rmxzzzs
EES = 9
A T

34



S [E

z%ﬁfﬁ%ﬁ%ﬁﬁ#ﬁAﬁ#ﬁéﬁ

D ZEAEE) A Sk
@ ERE G IEDE'E#EEEU‘“;H1r“fF:bI~iE.ﬁ:b|~“:”J'c$Elzjt%E}F;#
E
|-z EREE B T B S

Vit TELMET

_ » mELH
LHEhE2EA R A4 ﬁsﬁgmm
HEF v LT
[ |5 ﬁ
 [ERuEEE B ERE
D EERM@D EE EEmE %,HME 7ik—=qk 153
28
%& BE
L *ﬂhiﬁgazﬁﬁgﬁﬁﬁg
T & R
O Ik () BB
4 | 'if: JesmaE
B :
i © FEHZ 5
@ HFITR
m*ﬁ&ﬁiﬁ '@rﬂﬂthlﬁ
FHsslE@/ ) /1 @raEsw
2 0
SESEE L EsmE M ANE)
3 T ERINE A A
Duansnm S | ol EEnw
D X F KB
G105 |
— — r.- 1=
@ FERT | [pNEsa s (= B
b
- F
OF 448 [“ZRINE
,@I"?Eﬂiﬁﬂﬁ 9'..% #
KE-EHEE
A REEE o}
SE@ B EEE ® ﬂ'@%ﬁ%@ﬁ

I — e e ' TP

35



MR HEE B £ PAT IR (LD RN iR AT B B 2K)

; AR BABX

2o EAR

E278 4] o EIRACRE

@ BiEPO

SR 5 o CHMEARK
@ ®ERT Y opm g

Y egEne E

o TESNBSBX
Y S EmRRSE

U
S HRAE

@) BERMEZED

RERLE

@ CHRMEASR
© w @ -me

() ZEERE

P ;
 amwan "@&@@&

o I OMERRE

) B EEER ® Rzsmon

NI

MPRFIL P RE B £ 2P AT IR (AL GRS ) im EEAT B B ER)

§ o EnEmsE

= Y REERLE
X
&
7 @ KEFES
® = P KASIE )
O0=F
@

4
o BEEME 0
©ugaE L7

o

(@) Loveat House

—erayy

® BERERE

mEERLZ

@ FEHEN
C)

o I RES

@ 2 ety Ak
BRI O o MELT
= NE-15%

LLEES
= DB

(

N
o

&) rEEER

(@) IEHTRE
) I HRIMBIVR
= RE-XRR

EEHSAE

— [CHMESBIK
s FmEee

34

(f) aamﬁ% ®
RELE

o CEVES
J sERER

@ CHNENE
Y XeMeasE

[RINE
HERXF




