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Definition

Deep learning is a class of machine learning algorithms that

• use a cascade of many layers of nonlinear processing
• are part of the broader machine learning field of learning 

representations of data facilitating end-to-end optimization
• learn multiple levels of representations that correspond to 

different levels of abstraction
• …, …



2006 (added)

Deep Belief
Networks (DBN)

(Hinton, 
Salakhudinov, 
Osindero, Teh)

。。。。

（DNN）
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DNN (Dynamics via HMM)
2010-2011
at Microsoft
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CD-DNN-HMM invented, 2010 

Deep belief networks for phone recognition, NIPS, December 2009; 2012

Investigation of full-sequence training of DBNs for speech recognition., Interspeech, Sept 2010

Binary coding of speech spectrograms using a deep auto-encoder,        Interspeech, Sept 2010

Roles of Pre-Training & Fine-Tuning in CD-DBN-HMMs for Real-World ASR,  NIPS, Dec. 2010

Large Vocabulary Continuous Speech Recognition With CD-DNN-HMMS, ICASSP,  April 2011 

Conversational Speech Transcription Using Contxt-Dependent DNN,Interspeech, Aug. 2011 

Making deep belief networks effective for LVCSR, ASRU, Dec. 2011 

Application of Pretrained DNNs to Large Vocabulary Speech Recognition., ICASSP, 2012 

【胡郁】讯飞超脑 2.0 是怎样炼成的？2011, 2015

http://www.cs.utoronto.ca/~gdahl/papers/dbnPhoneRec.pdf
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.185.1908&rep=rep1&type=pdf
http://research.microsoft.com/apps/pubs/default.aspx?id=143619
http://research.microsoft.com/apps/pubs/default.aspx?id=144224
http://scholar.google.com/scholar_url?url=http://vincent.vanhoucke.com/publications/jaitly-interspeech12.pdf&hl=en&sa=T&oi=ggp&ct=res&cd=21&ei=LibSVuvAA4mSjAHV_5_ICA&scisig=AAGBfm31Nz5rwrQtZiDuAayf5vs_3KjwaA&nossl=1&ws=838x592


Deep Learning from Canada/USA to China
(2010-2012, MSR-Asia, 科大USTC, …)



Across-the-Board Deployment of DNN in Speech Industry
(2011-2014)
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Deep Learning
2014-today

- Speech recognition errors continue to drop rapidly 
(Microsoft, Google, Baidu, IBM, iFlyTek…)

- Computer Vision: ImageNet errors drop below human level 
(Microsoft 2015 & Chinese teams 2016)

- Image captioning (看图说话); artistic image generation 



Deep Learning
2014-today

- AlphaGo

Deep reinforcement learning integrated with other AI 
techniques defeats top human GO players (2015-2016)



Deep Learning
2014-today

- AI Bots (智能对话机器人)
“Many companies are trying to develop more realistic and 

helpful “chatbots”—automated customer-service 
representatives.”



Deep Learning
2014-today

- Big data analytics:
Microsoft “sales teams are using neural nets to recommend 
which prospects to contact next or what kinds of product 
offerings to recommend.”



Deep Learning
2014-today

- Enterprise deep learning
“Companies like IBM and Microsoft are also helping business customers 
adapt deep-learning-powered applications—like speech-recognition 
interfaces and translation services—for their own businesses, 
while cloud services like Amazon Web Services provide cheap, 
GPU-driven deep-learning computation services for those who want 
to develop their own software.”



Deep Learning
2014-today

- Natural Language Processing
Machine translation, reading comprehension, dialogues, 
question/answering, email auto-reply …

- New technology
sequence-to-sequence learning, memory networks, attention models, 
neural Turing machine, differential neural computer (DNC), …



未来展望
What Lies Ahead for Deep Learning & AI Breakthrough

1. Applications
2.   Research and Technology



AI holds the potential 
to be a major driver 
of economic growth 
and social progress. 



“Deep Learning” 

“…. The dramatic success of these very 
large (deep) networks at many machine 
learning tasks has come as a surprise to 
some experts, and is the main cause of 
the current wave of enthusiasm for 
machine learning among AI researchers 
and practitioners.”



未来展望
What Lies Ahead for AI Breakthrough

• Medicine and health

“… computers to read X-rays, MRIs, and CT scans more 
rapidly and accurately than radiologists, to diagnose cancer 
earlier and less invasively, and to accelerate the search for 
life-saving pharmaceuticals”



未来展望
What Lies Ahead for AI Breakthrough

• Robotics, autonomous drones, self-driving cars
• Conversational bots for brand-new mobile UI 
• Business operations: inventory management; logistics
• Energy efficiency; environments
• Automated science 
• Finance (hedge funds)



未来展望
What Lies Ahead for Deep Learning & AI Breakthrough

1. Applications
2.   Research and Technology



Limitations of current deep learning/AI
& how to overcome them

• Blackbox of AI   Need interpretable AI and Deep Networks
• Requiring large labeled data  Need unsupervised learning
• …, …
• Hard to incorporate common-sense knowledge
• Hard to grow knowledge 
• “Neural nets are good at recognizing patterns—sometimes as good 

as or better than we are at it. But they can’t reason.”

Need to unify symbolic logic and neural learning
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Few leaders are admired by George Bush admire(George Bush, few leaders)

ƒ(s) = cons(ex1(ex0(ex1(s))),
cons(ex1(ex1(ex1(s))), ex0(s)))

ψ

Isomorphism

Revised from Smolensky/Deng, 2015, at Microsoft Research

Example of symbolic tree-to-tree transformation via neural tensor learning 
Logic  Tree  Tensor-product






