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MEARRZITIVR: Scale up! ST

NIPS 2008 WORKSHOP

Speech and Language: Learning-based Methods
and Systems

Organizer: Xiaodong He and Li Deng
NIPS08 workshop Friday, December 12, 2008
Ja H i nton*‘m;ﬁ Whistler, British Columbia, Canada

%#;*ij' _EI}I]{E INVITED TALKS

é{’ﬁ New Multi-Level Models for High-dimensional Sequential
Data
Geoffrey Hinton, University of Toronto

Abstract:

[ will describe recent developments in learning algorithms for multilevel nonlinear
generative models of sequential data. The models are learned greedily, one layer of
features at a time and each additional layer of nonlinear features improves the
overall generative model of the data. In earlier work (Taylor et. al. 2006) the basic




Loud and clear

Speech-recognition word-error rate, selected benchmarks, %
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2013 IhM FARNN for SLU

Sentence | show | flights Boston
Slots/Concepts| O 0O B-dept
Named Entity| O O B-city

Intent Find Flioht

Domain Investigation of Recurrent-Neural-Network Architectures and Learning

Table 1. ATIS utterance ¢ Methods for Spoken Language Understanding

Grégoire Mesnil *, Xiaodong He®, Li Deng,* and Yoshua Bengio

1 . . r r
University of Montréal, Québec, Canada
2 Micvracaft Racaarch Radmand \AJA TIQA

APARISON BETWEEN MANUALLY LABELED WORD AND ASR OUTPUT

Fl-score | Elman | Jordan | Hybrid | CRF
Word 9498 | 94.29 | 95.06 | 92.94

(a) (b) © ASR 85.05 85.02 84.76 | 81.15 |

Fig. 1. Three types neural networks. (a) Feed-forward NN; (b) Elman-RNN;

(c) Jordan-RNN. [Mesnil, He, Deng, Bengio, InterSpeech2013]
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Hierarchical Attention Net (HAN)

?‘21[]32\2/91 QEELZ:EE GT: 4 Prediction: 4 7 A T sentence

H H"J%/Aﬂfﬁi,%'\jj | = 47ne N ai attention

HEFY (HAN)RETE Ke¥E, &iFle s =1 N
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[Yang, Yang, Dyer, He, Smola, Hovy, “HAN", NAACL2016] (citation: 1200)
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MBEAES PHEEE AR ERFEE N T EUBEHEER. #F. oK.
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1B X ERYAZEE (invariance) -
BN - .

ESAE = HOA B TR

L N E A= i

& FRER KRR ICHIER X .
[Huang, He, Gao, Deng, Acero, Heck, “DSSM”, CIKM2013]
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Compute Cosine similarity between semantic vectors

Compute . cvmcomc v cos(vs, vg+) cos(vs, ve-) -
gradients

Semantic vector s Vs * V- _1;

® =
. § ..

W, 4 ‘

'y 2 W 3
Char-trigram ﬁ
embedding matrix ——S w, ‘ , W, ‘
Char-trigram encoding dim = 50K dim = 50K

matrix (fixed) —> W, W, W,
Bag-of-words vector dim = 100M
Input word/phrase  s: “/\JFltE T—EEFELLH LYt “IIMNEEBYGE) TEATE 1 t “ BRI L KR — LI TR X
[Huang, He, Gao, Deng, Acero, Heck, “DSSM", CIKM2013;
Shen, He, Gao, Deng, Mesnil, “CDSSM’, WWW2014&CIKM2014 ]
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EESMBSEEEAIR, BIMEY. HUTRIERIRES
IEEEET T LEIHAYIELA?

BB H
| mvmr
FHREE Ax. sister_of(justin_bieber, x)
g SQL n
\ Y | E
) < BRI

sibling_of(justin_bieberyx) A gender(x, female)

[Yih, He, Meek, ACL2014; Yih, Chang, He, Gao, ACL2015; Golub & He, EMNLP2016;...]
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Early Chatbots Task-Completion  Personal Assistant  Social Chatbots

‘ ] » LU . &
- 0
WELETC
user ‘. ‘

1966 1990's 2012

From mimicking humans’ behavior,

to understanding humans' requests,

to serve humans’ proactive and reactive needs,

and to building emotional connection with humans



WESER. 3%, BAMERREE | Lo

) Xj']ﬁjﬂ,ﬁ% AA {2 gﬂr] )“‘ v FH }i‘lE’J arXiv.org > cs > arXiv:1801.01957
K, RIS, AEEHERE

YEFIERIER, SHAPEIS T
R, 7 B IR B LIRSS

S From Eliza to Xiaolce: Challenges and Opportunities
fb'_ﬁ Al ’\EE’JA ° with Social Chatbots

Computer Science > Artificial Intelligence

Heung-Yeung Shum, Xiaodong He, Di Li

= //(E liza fy/_/ \ /‘Zk,' ?_f j_('r Xylgm% A Hgf/Zﬁfﬂ (Submitted on 6 Jan 2018)

#4%” , Harry Shum, Xiaodong He, Di Li, in WE: SHERGZ I HHFEOHARIF LI T 50K ( Xiaolce)
FITEE 2018 XM ZBRNEA . HTHENBABESNANETFE

MBI B A AREKRIEES, EAETREBSHFAEZIEREK
., GERREHEAFRDR, BRNMZHBHERTK
REMM . RRTHBITARS5E, ANEZREH (1a)
" (EQ) o RUNKABI, ARSI T MO xia R #L 5 IA
BRCBE R AU AT RAL AR A B SCBROR . BUTIER R T /)oK
TRNSHIRBIESE, FHAERRBNZKFERSIBR, MR
HBEBHNARRRERN. HUORITHARZIXYSEARSTL
I, ﬁﬁﬂ@ﬂﬁﬁiu%% REALES %i%k*
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AlE&IRBIEImageNetiliz,_EIAZI A ZEKIZ

Top-5 error rate on ImageNet

— XRCE (SVM based, 1 layer)
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DR e -
25.8 K- _— o
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: a : i — ‘ o % ?.':7‘
55 | ! Toronto (AlexNet, 7 layers) ) T
i ; 1000 K%{Z'Kl/\ﬂjlljﬁt)
1 (@]
15 — o ®
I
! : AR BIFEIRERZI5%
I
0 +— — _:_ S S—— ) ~
1
I
I
1 .
| 1
1

30

ILSVRC ILSVRC ILSVRC ILSVRC ILSVRC ILSVRC ILSVRC
2010 2011

2012 2013 2014 2015 2016

2012 B, REPRLMHRTE  2012]5, EEELRFREHEMLEE



COMMUNICATIONS
“ACM

HOME CURRENT ISSUE NEWS BLOGS OPINION RESEF

Home / Magazine Archive | January 2016 (Vol. 59, No. 1) | Seeing Mare Clearly

NEWS

Seeing More Clearly

By Neill Savage

Communications of the ACM, Vaol. 53 No. 1, Pages 20-22
10.11452843532

G ents

Commer

CACM January 2016 (Vol. 59,No. 1)

Full Toxt

“With careful training, these things (object

recognition) actually work very well,” — Rob
Fergus

“The complete level, on par with an adult, |
think is going to be a long way off,” — Fei-Fei Li

“The overall picture should have the same
semantic value as the description,” — Xiaodong
He

“If you really understood the image, you could
answer a question about it.” - Richard Zemel
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BS-ARSES: S HRNA R

. FRAE)|1k :
- NRHRIESHERSSHIRIENHRI. TEREESNEGES
T | AR BRTR — N AR B 2 A,

. EESEIRA SED

- HEEEZEFETERSZMESER., FEEEEIESHEEIER

SESTIERISHIERAE (multimodal pooling) , RiEigiF=EHiEE
KINESTIEGIEMEEEESEDNE (grounding)

» BETSIESESRUREMLK -
-  ETIREESRIHICBERRER UL EIR. ELal®iEcross-
entropy, BLEU; Reinforcement learning, GAN .
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+ B&EINAHIA (image-to-text / image captioning)
- BREGHNNES, £RBERESEAEGHRS

MTe-XAAIZE  (visual question answering)
- BT XIENRAVEREEIZEARRAY AN G

YAZEGER (text-to-image synthesis)
o BTN FHARIRAR AL Bt EN RV ER

EE O, TE, BESEERE .

8102




Eli&##i2 (Image Captioning) T

ECVPR 2015 LUERI—ZRF T '

End-to-End Paradigm: .
———— [Agroup of people 1. Encode im/age to vector representations
shopping at an (ZIEGFRAL)
surdeormarket: 2. generate sentences (4£EF)
There are many [Vinyals, Toshev, Bengio, Erhan,  “Show and Tell: A
vegetables at the Neural Image Caption Generator,” CVPR2015]

fruit stand.

Cascade Paradigm:

1.detect words (F&MIKEEYA, &
2.generate sentences (4ER{RIERT)
3.Semantic re-rank sentences (IRiENFEHFHER)

woman, crowd, cat,
camera, holding, purple

A purple camera with a woman
ing a camera i

[Fang, Gupta, landola, Srivastava, Deng, Dollar, Gao, He, et al., “From Avoman hokogs o
Captions to Visual Concepts and Back,” CVPR2015] #1 A woman holding a

camera in a crowd.

8102



CVPR 2015 Workshop
June 11th, 2015, Boston, USA

Organizing Committee Invited Speakers C
Y. LeCun, Facebook Yoshua Bengio, U. Montreal

AI&NYU Xiaodong He, MS Research

J. Alvarez, NICTA, Australia Stephen Jones, NVIDIA

Y. Li, NICTA, Australia Randall C. O’Reilly, U. Colorado v
F. Porikli, ANU/NICTA, Rahul Sukthankar, Google @
Australia Andrea Vedaldi, Oxford

Xiaogang Wang, CUHK




BUSESENSE: BESEEES | Lu
M- BESZIESEN T

BIARREMENEE (DSSM) BE&
MM FIFRAEE L RINAEE

FEIEFHTENEUETR, £l& m
LECEGRR BRI FRIL

NFRik: — (B FELIAEIER T L

———
Convolution/pooling
—

7
Raw Image pixels »
-— 7

I [Fang, Gupta, landola, Srivastava, Deng, Dollar,
Gao, He, et al., “From Captions to Visual Concepts
and Back,” CVPR2015]

SN -

CNN




Bk ERES BESEL s

“_/I\*Eijzigijj J[EI\Y:EBE)}_/I\E*O B B s e G T
—/\%ﬂ?‘“ R —MEIKIE) RAET—1
[Fang, Gupta, landola, Srivastava, Deng, Dollar, Gao, He,

et al., “From Captions to Visual Concepts and Back,” CVPR2015]
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| think it's Satya Nadella, Harry Shum posing for the
camera.

Sasha Obama, Malia Obama, Michelle Obama, Peng Liyuan et
al. posing for a picture with Forbidden City in the background.

[Guo, Zhang, Hu, He, Gao, "MS-Celeb-1M: A dataset and benchmark for large-scale face
recognition”, ECCV 2016; Tran, He, Zhang, Sun, et al., "Rich image captioning in the wild,"
CVPR DeepVision Workshop 2016]




H- ;E‘l**",%% A [http://captionbot.ai]
-
—_—

.
o
®
‘A colorful bl"' d perched on “Jen-Hsun Huang, Xiaodong He, fr;:,#tzlﬁabzﬁt.;g;ngcgl:e
a tree branch. Jian Sun et al., that are posing for a 4
picture.” and he seems happy.” —
—R_ZBF mw%rmﬁt RINBIZALIEE AR

s, BCMAREINSARES. & EekEn
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Example in CACM 2016 Semantic Compositional Networks e

-
OMM UNICATIO NS person (0.998), baby (0.983), holding (0.952), small
ACM RN |, SRS e | BSON | SO (RS 5 (0.697), sitting (0.638), toothbrush (0.538), child
v/ Full Text (0.502), mouth (0.438)

NEWS / Semantic composition:
Seeing More Clearly . Only using “baby™: a baby in a

3 2. Only using “holding”: a person holding a hand -
By Neil Savage . a . Only using “toothbrush™: a pair of toothbrush o
oy LR ACHL VoL S Hoat g a0t . “mouth”: a man with a toothbrush 0

. Using “baby” and “mouth”: a baby brushing its teeth

GVerall caption generated by the SCN:
a baby holding a toothbrush in its mouth

6. Replace “baby” with s alittle on/ liolding a toothbrush in her mouth
7. Replace “toothbrush” with s a baby holding a baseball bat in his hand
8. Replace “toothbrush” with™ ”: a baby holding a piece of pizza in his mouth

[Gan, Gan, He, Gao, Deng, “Semantic Compositional Networks,” CVPR17]



1B\ HE MILE ' A

Semantic Compositional Networks (SCN)
A very wide Model (as wide as 1000 LSTM slices)

» Conceptually, learn 1000 LSTMs, one for each semantic attributes.
« Combine these 1000 LSTMs, weighted by attributes’ likelihood.
* Run tensor decomposition to reduce #parameters to fit in GPU

N

slope <eos>

v
Generated caption: a man riding skis down a snow covered slope . N LSTM .

[Gan, Gan, He, Gao, Deng, “SCN’, CVPR17]
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TR TERANXUES . ey
L EAIFRE S SRIA RS 2 HUERHORIAL - StyleNet :

CaptionBot: A man on a rocky hillside
next to a stone wall.

Romantic: A man uses rock climbing
to overcome the obstacle in the life.

8102

Humorous: A man is climbing the rock
like a lizard.

CaptionBot: A dog runs in the grass.

Romantic: A dog runs through the
grass to meet his lover.

Humorous: A dog runs through the

grass in search of the missing bones. § ' L : [Gan,'Gan, He, Gao,.Deng, “Sty/eNet”,
AN Al CVPR2017]




FATEBFIRUS . Ao

LLAIFESRRIARISEE BYEARYXIAS - StyleNet

A man jumps into water.

8102

sentences A couple are celebrating their love.

A boy stands on the tree like a monkey.

[Gan, Gan, He, Gao, Deng, “StyleNet”, CVPR2017]
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BEERNER: ERSTEXDF | AN

XEAE AR : .
2 (Manager) : Ep—&FAFER (topics) .
= (Worker) . IREBEF EJZE_J_?r

Manager (LSTM)

topic distribution
I
N | Vo
l,l( ) |(. ) 175}
e - I
Feature vectors ( J———> g1 H
of images G o
v v /’
= e 7
hy 1 i\ hy o hy 3

| Y
92
2

I
I
.h“ Ihza

C
112 1
Worker (SCN)

O O O O O

a3 Az “2,2 02.3

[Huang, Gan, et al., “Hierarchically structured reinforcement learning for
topically coherent visual story generation,” AAAI2019]



Mﬁ'i g*ﬁlb\*ﬂ:ﬁ%l‘ﬂg (Visual QA) .//\W\?

Image
Question

Answer:
— dogs

Question: Answering
What are S|tt|ng (IQA)
in the basket on

a bicycle?




MER1Ez2IEX % : - #2570 AT

Question:
What are S|tt|ng
in the basket on™|

a bicycle?

Answer:
dogs

-




EiFTIIMLE (Stacked Attention Net)

-

SANs perform multi-step reasoning
1. Question model

Image model

Multi-level attention model

Answer predictor Question: 7" Q“%?i |

End-to-end learning using SGD AWhat are sitting

A ) [

lin the basket on

[Yang, He, Gao, Deng, Smola, “Stacked
Attention Networks,” CVPR 2016]
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What are sitting
in the basket on "
a bicycle?

ALSTM cell

!

We We

Question: what bicycle




RN S ZRAIE

Spatial feature vectors of
different regions of the image

spatial image
feature vectors

{vi}

196 vectors (14 x14)

Gig
448 feature map

Figure 2: CNN based image model

f; = CNNt,gg(I). vy = tﬂ]lh(ﬂ}f{ 4 E]I}




IERSHRIERS 'ﬁElllIE(PooImg & Grounding)

spatial image
- feature vectors

attention map

‘ T )

o =]
Attention Vo JI’ ]:H' ]—;-' = [ dogs
1| R

I

D

Answer:

Multimodal
Pooling (level 1)

u:ﬁ}+17Q

— ||

To the next
attention level




ﬂ%ﬁ.@%ﬁﬁﬂﬁ"—ﬁEﬂi_E(Pooling & Grounding)
nooan

Answer:

Attention — dogs

Multimodal
Pooling (level 2)

B

To the answer

Query vector from the predlctor
1st level attention




Bottom-Up and Top-Down Attention (BUTD)

N =g ad] N\
TSI — LS .
In human visual system, there are two kinds of attentions:
Top-down attention:
proactively initiated by the current task (e.g., look for something)

Bottom-up attention:
spontaneously emerge from visual salient stimuli

Bottom-Up and Top-Down Attention for Image Captioning
and Visual Question Answering

Peter Anderson'*  Xiaodong He? Chris Buehler? Damien Teney*
Mark Johnson® Stephen Gould! Lei Zhang®
I Australian National University 2JD Al Research *Microsoft Research #University of Adelaide >Macquarie University

!firstname.lastname@anu.edu.au, “xiaodong.he@7jd.com, ""{chris.buehler,leizhang}@microsoft.com

“damien.teney@adelaide.edu.au, °mark.johnson@mqg.edu.au



Bottom-Up and Top-Down Attention (BUTD)

Bottom-Up attention:

« Use F-RCNN to detect
key objects

« Compute spatial feature
vector for each object

« Keep complete visual
information for each
object

(attention map)

Attend on actual objects, rather tk.xan on
uniform grid regions like conventional top-down
attention .



Bottom-Up and Top-Down Attention (BUTD)

Adopt similar terminology to humans’ attention

system:

Overall Attention Net for VQA:

attention mechanisms driven by non visual
or task-specific context as ‘top-down’
purely visual feed-forward attention
mechanisms as ‘bottom-up’.

. 14
Question = |Word embedding

Concatenation

attention weights

|[o>-@eE=
kx2048 Z @ @

Image features ———
Top-down features: from CNN
Bottom-up features: from F-RCNN

Weighted sum over
image locations

2

8102

Figure 1. Typically, attent operate on CNN features cor-
responding to a uniform grid of equally-sized image regions (left).
Our approach enables attention to be calculated at the level of ob-
jects and other salient image regions (right).

0@ .

Z/A

Predicted scores of
candidate answers

Element-wise
product



Attention Example

Question: What room are they in? Answer: kitchen

Figure 6. VQA example illustrating attention output. Given the
question “What room are they in?’, the model focuses on the stove-
top, generating the answer ‘kitchen’.

8102
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= al Univ!
G Te" (Australian Na Ign b
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Statistical Significance “ o Gl 1O 8 S)
‘ Jaide)

Challenge Accuracy: 69.00

From Goyal, et al., VQA
workshop 2017

>
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©
o
=]
Q
Q
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©
o
]
>
(@]

73 - 2
5.

[1] Bottom-Up and Top-Down Attention for Image

Captioning and Visual Question Answering, CVPR18
Because of Bottom-up [2] Tips and Tricks for Visual Question Answering:
Attention Learnings from the 2017 Challenge, CVPR18

WETVFRrERIVQABMEENER T “Bottom-Up and Top-Down (BUTD)"i /iR A s HASFH,
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=
(0]

[ Yang, He, Gao, Deng, Smola, CVPR2016]



ks Zﬁ%ﬁﬂﬁﬂ‘iﬁﬂﬁu
n I:Ilu\L*E = §E1‘tfi bj:i
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ii:ya]

[Anderson et al., CVPR2018;
Wang et al., CVPR 2019]

Instruction Local

Turn right and head  visual i[}i
towards the kitchen.

Then turn left, pass a

table and enter the

hallway. Walk down

the hallway and turn

into the entry way to

your right without

doors. Stop in front

of the foilet.

/\ Initial Position

la on

Demonstration Path A
Executed Path B

Ewve
Z E XE€

Global
trajectories
in top-down
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[N - . v..

this small bird has a pink

This flower has small, round violet

This flower has small, round violet . C
T = (Z, 30(75)) petals with a dark purple center breast and crown, and black
primaries and secondaries.

petals with a dark purple center

Discriminator Network

Generator Network

Figure 2. Our text-conditional convolutional GAN architecture. Text encoding ¢(t) is used by both generator and discriminator. It is
projected to a lower-dimensions and depth concatenated with image feature maps for further stages of convolutional processing.

Objective function:

1‘11(1'11 1‘1151:{ VD, G) = Em,\,pdm(m) log D(x)] + Ezwpz(z):h)%(l — D(G(z)))]
[Reed et al., “Generative adversarial text-to-image synthesis”, ICML2016]



ey m“A(AttnGAN) #%)EIE&E tatfe®l Lo

[ Xu, Zhang, Huang, Zhang, Gan, Huang, He, “AttnGAN,” CVPR2018]



AttnGAN: GAN with Attention ST

Conv3x3

IﬂesmuaI Iwm"ﬁhape IUpsampling Deep Attentional Multimodal Similarity Model (DAMSM) Iming

- Attentional Generative Network i

features eatures

Attention models :
w1111 I

z~N(0,1)

F, F, == =
sentence 1
Text feature I > | Image
& Encoder
Encoder

256x256x3

-~

this bird is red with 64x64x3 28x 128x3
white and has a G ‘?
very short beak ( .

The final objective function: L = Loy + ALpapsm

[ Xu, Zhang, Huang, Zhang, Gan, Huang, He, “AttnGAN,” CVPR2018])



AtthGAN: Attentive Generative Adversarial Networks
IResiduaI IFCwithreshape IUpsampIing IJoining Conv3x3

Go

o o i
s, | o Generative Retwork | i
, .
— 111 e ’ UL
. l v 1 |
Z*N(0,)) | Fo R F er“” i T
sentence ' |
Text feature : ho |—[ e |—[ el |m
:I p FL | " " G | E r
Encoder | | A - ncode
! | 256x256x3
l l
| |

128x128x3

this bird is red with 64x64x3

&S

white and has a
very short beak

= |n following stages, attention models are built.
= For each region feature of previous generated image, compute its word-context vector.
= Concatenate previous image region features (e.g., hy) and word-context vectors to generate the
new image.



AtthGAN: Attentive Generative Adversarial Networks
IResiduaI IFCwithreshape IUpsampIing IJoining Conv3x3

Attentional Generative Network '

. ! ]
‘ wgrd : | Lofcaltimage
eatures | . | I eatures
—11111 Ao ’ I
! | ¥ ¥ |
2N(O,) | Fo rﬁaltn F; eraﬂn Fs i T
sentence | |
Text feature ' I ho |—[ hy |—; i | Image
I Felc, ! - ! Encoder
Encoder I | !
! | 256x256x3
| |
' l

S this bird is red with 64x64x3
1 I

white and has a
very short beak




AtthGAN: Attentive Generative Adversarial Networks
IResiduaI IFCwithreshape IUpsampIing IJoining Conv3x3

I + I

word | Attentional Generative Network i Lof((:egltL mage
mci;n mg,x V(DJ G) = E:I:,(_?diam(wgc) [log D(.CU, CH + i T
11 Image
EZsz ,CrPdata (€) [lOg(l - D(G(Za C)a (’))} e T Encoder
i 256x256x3

: this bird is red with 128x128x3

white and has a

very short beak




AttnGAN: Attentive Generative Adversarial Networks

Deep Attentional Multimodal Similarity Model (DAMSM)

|

word Local image

features features

_’I I I I " % The DAMSM loss: the negative log posterior probability that the images are """

matched with their corresponding text descriptions (ground truth), i.e., T
M Image
Text 1
Encoder Lpamsm = — Y _log P(D;|Q;) Encoder
=1

- M is the number of training pairs.

this bird is red with

I
I
|
e | % The DAMSM loss provides a fine-grained image-text matching loss for training
white an asa
el | the generator.
I
|
I
I
I
1

Training pairs



s -ARENE: Grounding via Attention

this bird is red with white and has a very short beak.

4 10:short 3:red 11:beak 9:very 8:a
‘ »

s
- -
‘/ 3:red 5:white 1l:bird 10szshort O:this




AlgYtEsR: Artificial Imagination T

this bird has _ this bird has a
wings that are green crown .
blue and has black primaries
a red belly and a white ‘
belly
this bird has a a small red
yellow crown and white bird
and a black with a small

curved beak
-

eye ring that
is round.




2 P

a herd of
sheep grazing
on a lush
green field

an old clock
next to a light
post in front
of a steeple

a fruit stand

display with

CERENRENE:ale!
kiwi

a wild pack of

family dogs
came running
through the
yard one day

810¢



Al+Art
JDAISHhRERFIZELE

A E in S
V| G
S B SRS

I3 RN REAIBA T
BERAPRTEA

ERECE AR
EBEG AN

1 L

. EREGAEA A
% A (i)
3 71 Jg) e
Flgulel An exqmiﬂe of MmdMap i;x m’i :/%i_ ,:

[Liu, et al., 2019]




[Reed et al., Generative adversarial
text-to-image synthesis, ICML, 2016]

[Xu et al., AttnGAN: Fine-grained text to
image generation with Attentional GANs,
CVPR 2018]

[Brock et al., BigGAN: A New State
of the Art in Image Synthesis, ICLR
2019]
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Universal Chatbot, Digital Assistant, Mixe.d Reality, Robot w/ Cognition "
o s g S+ % :

Image-to-language Visual QA/Dialog | [Language-to-image

This bird is red with white
and has a very short beak

810¢

: =] Q: what are sitting in the
Dal (100) " — basket on a bicycle?
a baseball player throwing a ball A: dogs.
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